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SUMMARY

This paper presents an evaluation of the capability of turbulence models available in the commercial CFD
code FLUENT 6.0 for their application to hydrofoil turbulent boundary layer separation �ow at high
Reynolds numbers. Four widely applied two-equation RANS turbulence models were assessed through
comparison with experimental data at Reynolds numbers of 8:284× 106 and 1:657× 107. They were the
standard k–� model, the realizable k–� model, the standard k–! model and the shear-stress-transport
(SST) k–! model. It has found that the realizable k–� turbulence model used with enhanced wall
functions and near-wall modelling techniques, consistently provides superior performance in predicting
the �ow characteristics around the hydrofoil. Copyright ? 2004 John Wiley & Sons, Ltd.
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number �ows

1. INTRODUCTION

Hydrodynamic �ows of interest to designers of large surface and sub-surface marine vessels
and their propulsors are typically characterized by high Reynolds number. Such �ows can
typically exceed Reynolds numbers of 107 [1], and can reach magnitudes of 1010 [2]. These
�ows mostly exhibit some form of unsteadiness or time-dependent phenomena, such as the
shedding of vortices from propeller blades, control surfaces and other submerged appendages.
Also, with the occurrence of cavitation these �ows can also be multiphase. The expectations
placed upon solution methodology, computational software and computer hardware to simulate
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these hydrodynamic �ows are immense. Although the emergence of parallel computing and
its provision of reduced global memory and run-times through multiple processors, analysis
of such complex �ows by direct numerical simulation (DNS) is still untenable and although,
the alternative technique, large-Eddy simulation (LES), is improving, it remains practically
expensive. The modelling of high Reynolds number �ows continues to be based on the solution
of the Reynolds-averaged Navier–Stokes (RANS) equations. It is the latter methodology that
allows numerical solutions to be determined for those complex problems [3]. Parts of a larger
three-dimensional �ow problems that were previously simulated individually are now being
simulated as complete con�gurations, such as full submarine geometries comprising hull,
sail, stern appendage, propeller and moving control surfaces for both steady and unsteady
�ow scenarios [3]. This also has to be attributed to the development of advanced turbulence
models, such as the widely adopted two-equation turbulence models.
Although such complex problems can be computationally handled with the help of advanced

turbulence models, there are questions whether the available turbulence models are predicting
the correct �ow physics, and which turbulence models are best suited to what type of �ows.
Arashahi [3] suggests that it is naive to assume the validity of a turbulence model over a
wide range of �ows, and that unique modi�cation or re�nement of existing turbulence models
for speci�c �ow applications may provide improved performance. Many evaluations of two-
equation RANS turbulence models documented in the literature have been undertaken in order
to identify the most suitable model for the particular �ow of interest.
Speziale et al. [4] applied a variety of two-equation (k–� and k–! variants) models and

their k–� model to near-wall turbulent �ows. They concluded that due to the excessively high
levels of destruction–dissipation and turbulence viscosity near the wall, the predictions of the
tested k–� models were severely compromised. The k–! model of Wilcox et al. [5, 6] had
the same constraints as the k–� models, yet returned excessive turbulent kinetic energy near
the wall. However, for many applications, the k–! model provided adequate prediction of
the skin friction at the wall and the turbulence statistics away from the wall. Based on the
numerical tests of Speziale et al. [4], the k–� turbulence model showed improved predictions
within the turbulent boundary layer.
Lien and Leschziner [7] examined a non-linear eddy-viscosity model and a second-moment

closure model by applying them to 2D separated �ow from a high-lift airfoil. They concluded
that the second-moment closure produced superior predictions relative to both the non-linear
eddy-viscosity model and the realizable Reynolds stress algebraic model of Shih et al. [8].
The second-moment closure model had the inherent ability of representing the interaction
between streamline curvature and turbulence anisotropy, and the e�ect of anisotropy on shear
stress. Nevertheless, the second-moment model failed to predict the onset of separation at the
correct angle of attack. The failure was attributed to the excessively high levels of shear stress
near the wall, preventing separation.
Pajayakrit and Kind [9] evaluated four turbulence models for predicting the development

of plane and curved wall jet �ows. The models evaluated were the Baldwin and Lomax [10]
algebraic model, the Dash et al. [11] k–� model, the Wilcox [5] k–! and the Wilcox [6]
multi-scale model. Without any modi�cation, all models demonstrated signi�cant de�ciencies,
although the Dash et al. [11] k–� model performed reasonably well in an overall sense, par-
ticularly for the curved wall jet �ow. Fine tuning of the Wilcox [5, 6] models was undertaken
by adjusting the model constants, however, improvement was achieved by the modi�ed k–!
model only.
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The work presented by Speziale et al. [4], Lien and Leschziner [7] and Pajayakrit and
Kind [9] is essential for the continued development of turbulence models, but it does not
fully specify which turbulence models should be used. The analysis of the turbulence models
in these references is usually performed at a complex level, a level beyond most users, and
typically the models are evaluated using fundamental �uid mechanics problems, not more
useful practical problems.
Unlike the work presented by Speziale et al. [4], Lien and Leschziner [7] and Pajayakrit

and Kind [9], Kim et al. [12] evaluated three widely applied and economic turbulence mod-
els for a practical problem; the hull form design of a very large crude-oil carrier. The
turbulence models evaluated were the standard k–� model, the RNG k–� model and the
realizable k–� model. Emphasis was placed on their ability to accurately predict the nom-
inal wake distribution at the propeller plane, a region of strong bilge vortices and com-
plex �ow behaviour, as �ow information within this region is vital for propeller design. It
was determined that the realizable k–� turbulence model accurately predicted the strength
and location of the bilge vortex, but both the standard k–� and RNG k–� turbulence mod-
els failed to predict this �ow feature. All three turbulence models predicted di�erences for
the two hull forms with respect to wake distribution and pressure drag, but again the stan-
dard k–� and RNG k–� turbulence models showed poorer correlation to the experimental
data [12].
This paper is not intended as an authoritative reference for turbulence model applica-

tions for all hydrodynamic �ow simulations, nor do we aim to discuss the strengths and
weaknesses of the turbulence models at a complex level. Rather, like the work presented
by Kim et al. [12], it is intended as a guide to researchers and designers who are work-
ing on a similar problem: hydrofoil �ow at high Reynolds number. The characteristics of
this �ow are that the boundary layer on the suction surface is subjected to a large adverse
pressure gradient, where the boundary layer separation commences. This category of turbu-
lent �ow poses major modelling challenges on the predictive capabilities of any turbulence
model.
Such turbulent boundary layer separation occurs at the trailing edge of hydrofoils oper-

ating at high Reynolds numbers, resulting in the formation of unsteady oscillating wakes.
Under certain conditions, the vortex-shedding period of the wake may become coincident
with the resonant frequency of the hydrofoil or parts of it, resulting in the emission of a
tonal noise. Such an emission from lifting surfaces associated with naval vessels is highly
undesirable, as this noise is a dominant source of information for underwater detection
systems.
This preliminary study investigates several two-equation RANS turbulence models included

in the commercial CFD code FLUENT 6.0 [13], and evaluates their ability to model turbulence
associated with such �ows. The four turbulence models evaluated are the standard k–�, the
realizable k–�, the standard k–! and the relatively new shear-stress transport (SST) k–!. Also,
in an e�ort to provide researchers with a guide to the application of wall functions in such a
�ow scenario, three di�erent wall treatments are investigated with respect to their suitability.
These include two di�erent wall functions, the standard and non-equilibrium variants, and
an enhanced wall treatment employing near-wall modelling techniques. The developed CFD
model is based on the characteristics and parameters of the recent experimental research into
high-Reynolds number hydrofoil �ow, undertaken by Bourgoyne et al. [1, 14, 15], allowing
direct comparison with high-quality experimental data.
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Figure 1. The two-dimensional hydrofoil geometry as used by
Bourgoyne et al. [1, 14, 15] (Adapted from 1).

2. PROBLEM OVERVIEW

The main objective of the experimental research conducted by Bourgoyne et al. [1, 14, 15] was
to identify and document the dominant �ow features in the trailing edge region of a hydrofoil
operating at chord-based Reynolds numbers approaching 108. The research was conducted in
the William B. Morgan Large Cavitation Channel (LCC) in Memphis, TN. The test hydrofoil
was fully two-dimensional, spanning the test section (3:05 m), with a chord length (C) of
2:134m. The cross-section pro�le was representative of a generic naval propeller of moderate
thickness (t) and camber (f), utilising an NACA-16 airfoil pro�le (t=C=0:08, f=C=0:032)
with two modi�cations. A detailed diagram of the hydrofoil geometry is illustrated in Figure
1 and the anti-singing trailing edge geometry is well detailed in Bourgoyne et al. [1].
Although the application of numerical methods to hydrodynamic lifting-surface �ow is

widespread in References [16–19] and has greatly matured, there are speci�c challenges posed
to numerically modelling the experimental tests conducted by Bourgoyne et al. [1, 14, 15].
Firstly, the experimental testing was conducted at such high Reynolds numbers that the valid-
ity and con�dence of the turbulence models required by the numerical model may be degraded.
Of particular importance to this preliminary steady-state analysis is boundary layer separation.
In this �ow, con�guration with a slender and streamlined body, the numerical modelling of
turbulent boundary layer separation is more challenging due to its Reynolds number depen-
dency. It has been shown experimentally by both Baubeau and Latorre [17] and Bourgoyne
et al. [1] that at a constant angle of attack, a turbulent boundary layer resists separation
further along the surface of a hydrofoil, separating closer to the trailing edge with increasing
Reynolds number.

3. THEORY

The governing equations for the turbulent incompressible �ow encountered in this research
are the steady-state RANS equations for the conservation of mass and momentum, which are
presented in the following forms [13]:
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Continuity:
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Here, �� is averaged density, �p is averaged pressure, � is the molecular viscosity and −�u′iu′j
is the Reynolds stress. To correctly account for turbulence, Reynolds stresses are modelled
in order to achieve closure of Equation (2). The method of modelling employed utilizes the
Boussinesq hypothesis to relate the Reynolds stresses to the mean velocity gradients within
the �ow. Therefore, the Reynolds stresses are given by
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where �t is the turbulent (or eddy) viscosity and k is the turbulent kinetic energy. For two-
equation turbulence models such as the k–� and k–! variants, the turbulent viscosity is com-
puted through the solution of two additional transport equations for the turbulent kinetic
energy, and either the turbulence dissipation rate, �, or the speci�c dissipation rate, !.

3.1. Transport equations of turbulent quantities

The transport equation for the turbulent quantity �− k, � and !-is given by
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The transport equation for k is physically correct, however the transport equation for both �
and ! are heavily modelled [13]. For di�erent two-equation turbulence models, the turbulent
Prandtl number �, production term, G� and dissipation term, Y�, will be modelled di�erently.

3.1.1. Standard k–� turbulence model. In standard, the production term is given by

Gk =�tS2 (5)

where, S is the modulus of the mean rate-of-strain tensor, de�ned by
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1
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The dissipation of this turbulence kinetic energy, Yk , is de�ned by

Yk =�� (6)
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The production and dissipation of �, G� and Y�, respectively, are de�ned as

G� =C1�
�
k
(Gk) (7)

Y� =C2��
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k
(8)

The turbulent viscosity is thus calculated by

�t =�C�
k2

�
(9)

The model constants applied in the standard k–� turbulence model are given by

C1�=1:44; C2�=1:92; C�=0:09; �k =1:0; ��=1:3

3.1.2. Realizable k–� turbulence model. In the realizable k–� turbulence model, the produc-
tion and dissipation terms are de�ned as
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Y� = �C2
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In Equations (10) and (11), C2 is a constant, while C1 is de�ned as
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]
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Similarly to the standard k–� turbulence model, the turbulent viscosity is computed using
Equation (9), however, C� is no longer a constant. C� is calculated using the following
equations:
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In Equation (13), A0 is a constant and the remaining variable, As, is calculated using the
following:

As=
√
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The constants applied in the realizable k–� turbulence model are equal to

�k =1:0; ��=1:2; C2 = 1:9; A0 = 4:04

3.1.3. Standard k–! turbulence model. The modelled transport equation for k in the standard
k–! turbulence model is very similar to that of the k–�-based models. The production of
turbulence kinetic energy is de�ned identically to that of the k–� models (Equation (5);
however, the standard k–! model has a di�erent formulation for the di�usion of k, de�ned
as
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The production and di�usion terms of ! are signi�cantly di�erent to those of �. The production
and dissipation of ! in the high-Reynolds number form of the standard k–! model are de�ned,
respectively, as

G! =
!
k
Gk (15)
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where 	i is a constant and
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Again, another deviation of the standard k–! from the previous turbulence models is the
computation of the turbulent viscosity. For the high Reynolds number form of the standard
k–! model, the turbulent viscosity is calculated using

�t =
�k
!

(17)

The constants applied in the high Reynolds number form of the standard k–! turbulence
model are equal to

�k =2:0; �!=2:0; 	∗∞=0:09; 	i=0:072
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3.1.4. SST k–!. In the SST k–! turbulence model, the modelled transport equation for k
is identical to that of the standard k–! model; however, the transport equation for ! di�ers
slightly with the inclusion of a cross-di�usion term, D!.
The production of k in the SST k–! model is de�ned in the same manner as per the

standard k–! model; hence, the k–�-type models, by Equation (5). However, variations exist
in the production of ! with comparison to the standard k–! model. The production of ! is
given by
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The dissipation of the k and ! are de�ned di�erently to the standard k–! model by the
following, respectively:
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where
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In Equation (21), 	i;1 and 	i;2 are constants while the F1 is determined from the following:
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In the previous equations, y is the distance to the next surface and D+! is the positive portion
of the cross-di�usion term (to be introduced at a later stage).
Unlike the standard k–! model where the turbulent Prandtl numbers for k and ! (�k and

�!) are constants, in the SST k–! model they are de�ned by

�k =
1

F1=�k;1 + (1− F1)=�k;2 (22)

�! =
1

F1=�!;1 + (1− F1)=�!;2 (23)
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Returning to the cross-di�usion term, as the SST k–! model is based upon both the standard
k–! and the standard k–� model, the k–� model has been transformed into equations based
on k and !, hence the cross-di�usion term, D!. This term is de�ned as

D!=2(1− F1)��!;2 1!
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@xj
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(24)

Unlike the standard k–! model, however, the turbulent viscosity formulation is given for the
high-Reynolds number form of the SST k–! models as
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The constants applied in the high Reynolds number form of the SST k–! turbulence model
are equal to

�k;1 = 1:176; �!;1 = 2:0; �k;2 = 1:0;

�!;2 = 1:168; �1 = 0:31; 	i;1 = 0:075;

	i;2 = 0:0828; =0:41

4. NUMERICAL METHODS

4.1. Computational domain and mesh

The computational domain extended 1:5C upstream of the leading edge of the hydrofoil, 1:5C
above and below the pressure surface and 3C downstream from the trailing edge. Velocity inlet
boundary conditions were applied upstream, above and below the hydrofoil, while downstream
an out�ow boundary condition was used. The pressure and suction surfaces of the hydrofoil
were de�ned independently with no-slip wall boundary conditions.
The selection of the boundary conditions and dimensions of the computational domain were

an approximation to the free �eld, not the water tunnel’s test section used in Reference [1].
However, the e�ect of the wall of the tunnel was considered based on the method adopted in
Reference [15].
A �nite volume method was employed to obtain a solution of the spatially averaged Navier–

Stokes equations. The coupling between the pressure and velocity �elds was achieved using
the SIMPLE technique. A second-order upwind scheme was used for the convection and the
central-di�erencing scheme for di�usion terms.
An unstructured mesh arrangement with quadrilateral elements was adopted to map the �ow

domain (Figure 2). Particular attention was directed to an o�set ‘inner region’ encompassing
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Figure 2. Computational grids around the foil.

the hydrofoil. Within this region a �ne O-type mesh was applied to achieve su�cient resolution
of the hydrofoil surface and the boundary layer region. Continuing downstream from the
trailing edge of the inner region was the ‘wake region’. A �ne H-type mesh was applied
within this region to accurately resolve the near and far-wake �ow behaviour. The remaining
‘outer region’ of the domain was discretized with a much coarser H-type mesh. The mesh
around the foil is shown in Figure 2.
It should be noted that on the experimental hydrofoil used by Bourgoyne et al. [1, 14, 15],

the trailing edge was ground to a 0:397 mm radius, however, to allow improved surface
discretization and mesh quality at the trailing edge of the numerical model this radius was
increased to 1:5 mm.
The experimental hydrofoil was CNC machined from a solid casting of Ni–Al Bronze. The

RMS surface roughness height, after polishing, was determined to be 2:5× 10−7 m [14]. It
was assumed that the roughness distribution was ‘uniform sand-grain’, allowing the use of a
roughness constant of 0.5. Information on the �ow condition within the LCC’s test section
during the experimental testing was not explicitly detailed by Bourgoyne et al. [1, 14, 15],
only that it was ‘a low turbulence water tunnel’ [15]. The LCC’s ‘low turbulence’ intensity
was on the order of 0.1% according to Reference [20]. This value was assessed as reasonable
and applied to all applicable boundary conditions.

4.2. Wall functions

The application of wall functions to model the near-wall region may signi�cantly reduce both
the processing and storage requirements of a numerical model, while producing an acceptable
degree of accuracy. The principal of the wall function is to ‘bridge’ the viscous �ow near a
wall and link the solution variables at the wall-adjacent cells to the corresponding quantities
at the wall.
Three wall treatments—standard wall function, non-equilibrium wall function and enhanced

wall treatment [13], were investigated. For the standard wall function, a logarithmic law of
the wall for mean velocity is applied. In non-equilibrium wall function, the law-of-the-wall
for mean velocity is sensitized to pressure gradient e�ects and a two-layer-based concept is
applied to calculate the cell-averaged turbulence kinetic energy production and dissipation
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in wall-adjacent cells. The enhanced wall treatment is a method of near-wall modelling that
utilizes the combination of a two-layer zonal model with enhanced wall functions.

5. RESULTS AND DISCUSSION

5.1. Grid independence analysis

A grid independence analysis was conducted using four meshes of varying cell number.
Each mesh was processed using the realizable k–� turbulence model with enhanced wall
treatment, at a free-stream velocity of 3 m=s (Re=8:284× 106). Table I details the node and
y+ characteristics of each mesh, highlighting the re�nements between the subsequent meshes
A; B; C and D.
Both meshes C and D achieve considerably low average y+ values, su�ciently resolving

the laminar sub-layer (i.e. y+6 4–5). Although having a minimum y+ value well within the
laminar sub-layer, the maximum and average values of mesh B indicate that its resolution
extends to the bu�er layer only (i.e. 56y+630). Also, with a su�ciently low minimum
y+, mesh A shows signi�cant coarseness with considerably larger maximum and average y+

values, indicating resolution to the turbulent outer layer only (i.e. y+ ¿ 30).
Table II shows the predicted pressure-derived lift and drag coe�cients, with the use of

meshes C and D predicting almost identical coe�cients, suggesting that the solution has
converged and grid independence has been achieved.
Figure 3 displays the pressure surface boundary layer normalized mean velocity pro�les at

93%C, predicted using each mesh. The velocity pro�les predicted using meshes C and D are

Table I. Grid independence analysis—mesh node and y+ characteristics.

Nodes Surface nodes Maximum Y+ Minimum y+ Average y+

Mesh A 42 282 570 220.11 3.37 104.35
Mesh B 98 704 1060 31.05 0.44 14.30
Mesh C 208 416 1590 4.06 0.09 2.31
Mesh D 244 026 1590 1.22 0.01 0.68

Table II. Grid independence analysis—pressure-derived lift and drag coe�cients.

Lift coe�cient Drag coe�cient

0.5520 0.0027

Experimental Predicted Error (%) Predicted Error (%)

Mesh A 0.4945 10.42 0.0029 7.41
Mesh B 0.5230 5.25 0.0025 7.41
Mesh C 0.5302 3.95 0.0024 11.11
Mesh D 0.5305 3.89 0.0024 11.11

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 45:275–299
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Figure 3. Grid independence analysis: pressure surface boundary layer normalized streamwise mean
velocity pro�le at 93%C (U∞=3 m=s).

identical and show clear di�erences from those of meshes A and B, again suggesting grid
independence with the two �nest meshes.
Therefore, with mesh C and mesh D predicting almost identical results, it is concluded that

a suitable degree of grid independence is shown by the numerical solution. In consideration
of the processing infrastructure and time constraints, it was concluded that the marginal per-
formance advantages provided by the �nest mesh (mesh D) did not justify the increased cell
numbers (≈ 16%) and extended CPU processing times. Henceforth, all numerical solutions
discussed were obtained using mesh C.

5.2. Turbulence model performance

The results of the performance of each turbulence model presented are with respect to the
predicted pressure coe�cient distribution, the pressure surface boundary layer, suction surface
boundary layer separation and the trailing edge and far-wake �ow. The performance of each
turbulence model is assessed at chord-based Reynolds numbers of 8:284× 106 (U∞=3 m=s)
and 1:657× 107 (U∞=6m=s).
All presented data are dimensionless: co-ordinate locations are referenced to the chord length

(i.e. x=C and y=C) and all mean velocities are normalized with the free-stream velocity. The
computed results are corrected based on the method detailed in Reference [1] to account for
the e�ect of the walls of the test section.
The pressure coe�cient distribution at the surface of the hydrofoil as predicted by each

turbulence model, at a free-stream velocity of 3 m=s is illustrated in Figure 4 (A negative
scale is used to assist comparison with the physical surfaces of the hydrofoil). The pressure
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Figure 4. Turbulence model performance: pressure coe�cient (CP) distribution at the
surface of the hydrofoil (U∞=3 m=s).

distributions predicted by all models show a signi�cant deviation from the experimental data
at the suction surface, and both standard k–� and standard k–! were also over-predicting
pressure at the front stagnation point. It seems that the realizable k–� model provides a better
prediction at the front of the hydrofoil, while the SST k–! works better at the rear region
of the foil. Nevertheless, the pressure-based lift coe�cient predicted by the models for 3 m=s
were 0.5113–0.5447. They were in an excellent agreement with the experimental data (0.552),
given that the experimental uncertainty was 16%.

5.2.1. Pressure surface boundary layer. Figures 5 and 6 illustrate the numerical and experi-
mental pressure surface boundary layer velocity pro�les at 93%C (inverted for clarity), at a
free-stream velocity of 3 and 6m=s, respectively. As the pressure surface is largely �at beyond
28%C with only moderate surface gradients prior to this point, it can be approximated as a �at
plate. Therefore, also shown in those �gures is the theoretically predicted turbulent boundary
layer velocity pro�le, calculated using classical turbulent boundary layer equations [21]. Each
turbulence model predicts a di�ering velocity pro�le with varying degrees of correlation to
the experimental data. A poor correlation is expected by the theoretical velocity pro�le.
It can be seen that the standard k–�, standard k–! and SST k–! turbulence models all over-

predict a boundary layer thickness compared with the experimental result. The discrepancy
between the prediction and experimental data is due to the over-predicted turbulent viscosity.
The turbulence model that most accurately predicts the boundary layer velocity pro�le is the
realizable k–� model. Close to the surface (i.e. y=C¡0:005) this model predicts the boundary
layer characteristics exceptionally well and continues to maintain a high degree of correlation
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Figure 5. Turbulence model performance: pressure surface boundary layer normalized mean
velocity pro�le at 93%C (U∞=3 m=s).
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Figure 6. Turbulence model performance: pressure surface boundary layer normalized mean
velocity pro�le at 93%C (U∞=6 m=s).
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Table III. Turbulence model performance: pressure surface boundary layer parameters
at 93%C (U∞=3 m=s).

Numerical

Standard k–� Realizable Standard SST k–!
Parameter Exp. (mm) Theo. (mm) (mm) k–� (mm) k–! (mm) (mm)

Thickness (�) 29.62 30.73 78.27 27.79 115.82 37.82
Displacement
thickness (�∗) 4.27 3.85 4.99 3.86 4.94 3.58

Table IV. Turbulence model performance: pressure surface boundary layer parameters
at 93%C (U∞=6 m=s).

Numerical

Standard k–� Realizable Standard SST k–!
Parameter Exp. (mm) Theo. (mm) (mm) k–� (mm) k–! (mm) (mm)

Thickness (�) 27.87 26.75 92.74 26.44 116.30 38.06
Displacement
thickness (�∗) 4.27 3.35 4.67 3.74 4.69 3.33

further from the surface. Unlike the other turbulence models, the realizable k–� model produces
a de�nable gradient change where the velocity pro�le becomes quite blunt. The approximate
location where the velocity pro�le exhibits this characteristic visually correlates well to the
experimental and theoretical boundary layer thicknesses (i.e. u≈ 99%U∞).
Tables III and IV detail the boundary layer parameters derived from the numerical data of

each turbulence model, with comparison to the experimental and theoretical parameters at a
free-stream velocity of 3 and 6 m=s, respectively. The superior performance of the realizable
k–� model is highlighted, accurately predicting the boundary layer thickness and displacement
thickness to within 6.2 and 9.6%, respectively. The SST k–! model predicts these param-
eters to within 27.7% and 16.2%, respectively, whilst the standard k–� and standard k–!
turbulence models signi�cantly over-predicted the boundary layer thickness (164.3 and 291%,
respectively) and over-predict the displacement thickness (16.9 and 15.7%, respectively).

5.2.2. Suction surface boundary layer separation. To assess if each turbulence model cor-
rectly predicts suction surface boundary layer separation, analysis of the coe�cient of skin
friction on the surfaces of the hydrofoil was completed. For a two-dimensional steady-state
�ow, the full separation point (S) of the boundary layer can be approximately de�ned where
the wall shear stress, hence the skin-friction coe�cient, becomes zero [21].
Figures 7 and 8 illustrate the skin-friction coe�cient distribution on the suction surface

at the trailing edge for a free-stream velocity of 3 and 6 m=s, respectively. For 3 m=s, at
approximately 96.5%C, all models predict a �uctuating increase in the skin-friction coe�cient,
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Figure 7. Turbulence model performance: skin-friction coe�cient distribution on the suction surface
at the trailing edge (U∞=3 m=s).

peaking at a chordwise location of 96.8%C. Directly following the skin-friction coe�cient
peak is a steep decrease, reaching zero at a chordwise location of between 97.9 and 98.5%C
(depending on the turbulence model). Beyond this chordwise location, a small secondary
increase of the skin-friction coe�cient occurs, followed by a gradual decrease to zero at the
trailing edge (in Figures 7 and 8, the trailing edge terminates just prior to 100%C due to the
�llet radius). The �rst chordwise location where the skin friction coe�cient steeply decreases
to zero is believed to be the location at which the boundary layer �ow adjacent to the surface
stagnates. This indicates that the �uid particles within the boundary layer �ow directly adjacent
to the surface are halted through the combined e�ects of the adverse pressure gradient and
back�ow from the recirculation zone. The second chordwise location where the skin-friction
coe�cient tends to zero again indicates �ow stagnation and the partial reattachment of the
boundary layer �ow. The chordwise distance between these two points of boundary layer �ow
stagnation de�nes the length of the recirculation zone. With an increase in Reynolds number,
the location at which the boundary layer �ow fully separates moves rearwards (Figures 7 and
8); hence, a shorter recirculation zone is resulted, con�rming the experimental observations
of both Bourgoyne et al. [1] and Baubeau and Latorre [17].
Experimentally, boundary layer stagnation point was determined to occur between 97.8

and 98.6%C on the suction surface of the hydrofoil for 3 and 6 m=s [1]. The standard k–�,
realizable k–�, standard k–! and SST k–! turbulence models predict full boundary layer
separation at chordwise locations of 98.6, 98.4, 98.3 and 98.15%C, respectively. Compared
with the experimental data, it seems that the location predicted by standard k–!, SST k–!
and realizable k–� turbulence models correlate better with the experimental measurement.
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Figure 8. Turbulence model performance: skin-friction coe�cient distribution on the suction
surface at the trailing edge (U∞=6 m=s).

5.2.3. Trailing edge and wake �ow. The trailing edge and wake �ow are shown in
Figures 9–16. The normalized streamwise mean velocity pro�les within the trailing edge region
at chordwise location of 97.8.%C, the near wake 100 and 102%C for 3m=s are demonstrated
in Figures 9–11, respectively. At three locations, the standard k–!, standard k–� and the SST
k–! models under-predict the velocities above and below the trailing edge surfaces, possi-
bly suggesting that the models are too di�usive, the realizable k–� model, however, shows
encouraging performance in resolving the important �ow features, which may be attributed
to a reasonable degree of damping possessed by the model. The computed size of the re-
circulation zone correlates very well with the experimental data. The realizable k–� model
also predicts the steep velocity gradient changes through the separating boundary layer �ow.
For the near wake region (102.8%C), a poorer velocity pro�le prediction is shown by each
turbulence model compared with previous chordwise locations. All models over-predict the
minimum velocity at the core of the wake and under-predict the transverse thickness of the
wake region, showing poor correlation to the experimental data above the trailing edge.
The velocity pro�le for the far wake (150%C), a region of continuing turbulent kinetic

energy dissipation, is illustrated in Figure 12. It can be seen that all models in the far wake
predict a low velocity within the wake core. The ‘downwash’ e�ect of the �ow over the
hydrofoil is generally well predicted by each turbulence model, with the wake core being
translated downwards with respect to its previous position in the near wake (Figure 11).
For analysis of the trailing edge and wake �ow at a higher Reynolds number, Figures 13–16

illustrate the normalized streamwise mean velocity pro�les 97:8; 100; 102:8 and 150%C, respec-
tively, for a free-stream velocity of 6 m=s, corresponding to Re=1:657× 107. The prediction
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Figure 9. Turbulence model performance: normalized streamwise mean
velocity pro�le at 97.8%C (U∞=3 m=s).
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Figure 10. Turbulence model performance: normalized streamwise mean
velocity pro�le at 100%C (U∞=3 m=s).

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 45:275–299



TWO-EQUATION TURBULENCE MODELS FOR HYDROFOIL FLOW 293

-0.05

-0.04

-0.03

-0.02

-0.01

0.00

0.01

0.02

0.03

0.04

0.05

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Ux/Uref

y/
C

Standard k-ε

εRealisable k-

Standard k-ω

ωSST k-

Experimental

1 1.1

Figure 11. Turbulence model performance: normalized streamwise mean
velocity pro�le at 102.8%C (U∞=3 m=s).
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Figure 12. Turbulence model performance: normalized streamwise mean
velocity pro�le at 150%C (U∞=3 m=s).
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Figure 13. Turbulence model performance: normalized streamwise mean
velocity pro�le at 97.8%C (U∞=6 m=s).
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Figure 14. Turbulence model performance: normalized streamwise mean
velocity pro�le at 100%C (U∞=6 m=s).
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Figure 15. Turbulence model performance: normalized streamwise mean
velocity pro�le at 102.8%C (U∞=6 m=s).
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Figure 16. Turbulence model performance: normalized streamwise mean
velocity pro�le at 150%C (U∞=6 m=s).
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Figure 17. Wall treatment analysis: pressure coe�cient (CP) distribution at the
surface of the hydrofoil (U∞=3 m=s).

of each model for the higher Reynolds number �ow is similar to the �ow at 3 m=s. A slight
improvement in the velocity pro�le prediction at the trailing edge and near wake is achieved.

5.3. Assessment of wall treatments

Results of the performance of the realizable k–� turbulence model using the three wall treat-
ments (the standard and non-equilibrium variants, and the enhanced wall treatment employing
near-wall modelling techniques), at a free-stream velocity of 3 m=s (Re=8:284× 106) are
presented in Figures 17 and 18.
Figure 17 illustrates the coe�cient of pressure distribution at the surface of the hydrofoil,

predicted using the three di�erent wall treatments. It is clear that the use of the wall treatments
impacts the solution behaviour. As expected in �ow scenarios involving strong adverse pres-
sure gradients and boundary layer separation, the enhanced wall treatment produces the most
accurate distribution. The use of the standard wall function produces a slightly less accurate
prediction, yet performs generally well at the leading and trailing edges. However, the use of
the non-equilibrium wall functions produces questionable results, particularly at the leading
edge where the coe�cient of pressure distributions on the suction and pressure surfaces cross
each other.
Using the standard wall function, the coe�cient of lift is largely under-predicted by 17.9%;

however, this wall treatment produces a surprisingly accurate prediction of the coe�cient of
drag, only under-predicting the experimental value by 3.7%. Poorer predictions are shown
using the non-equilibrium wall functions, under-predicting the coe�cient of lift by 28.8%
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Figure 18. Wall treatment analysis: pressure surface boundary layer normalized mean
velocity pro�le at 93%C (U∞=3 m=s).

and over-predicting the coe�cient of drag by 33.3%. The use of enhanced wall treatments
produces generally accurate predictions of both the lift and drag coe�cients to within 4.1 and
11.1%, respectively.
Figure 18 illustrates the numerical, experimental and theoretical pressure surface boundary

layer velocity pro�les at 93%C, at a free-stream velocity of 3m=s. As expected in the near wall
region, the use of each wall treatment predicts a di�erent boundary layer velocity pro�le. Again
the use of enhanced wall treatment produces the most accurate velocity pro�le with comparison
to the experimental data. The use of the standard wall function produces a boundary layer
velocity pro�le with similar features to that produced by the enhanced wall treatment; however,
a larger boundary layer thickness is predicted. Again, similar features are predicted using the
non-equilibrium wall function, although, a much greater boundary layer thickness is predicted.
The use of the enhanced wall treatment predicts the boundary layer thickness to within 6.2%,
whereas the standard wall function and non-equilibrium wall function produce predictions to
within 15.3 and 37.5%, respectively.
It should be noted that these results obtained using the three di�erent wall treatments

rea�rm the guidelines for the application of wall treatments to certain meshes and �ow
scenarios. With an average y+ value of 2.31, the mesh used for this analysis is particularly
�ne (less than the desired value of 30) and is not classed as a ‘wall function mesh’. Therefore,
the validity of wall functions applied to this mesh is signi�cantly degraded, producing poor
numerical results. It is apparent that the standard wall function copes best in such an adverse
application, whereas the non-equilibrium wall function performs rather poorly.
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6. CONCLUDING REMARKS

Evaluation of the standard k–�, realizable k–�, standard k–! and the SST k–! RANS tur-
bulence models against high-quality experimental data, has revealed that the realizable k–�
model shows vastly superior performance when applied in the steady-state analysis of hydro-
foil turbulent boundary layer separation at high Reynolds numbers of 8:284× 106 (3m=s) and
1:657× 107 (6 m=s).
The realizable k–� turbulence model accurately predicts the pressure coe�cient distribution

at the surface of the hydrofoil, leading to good predictions in the overall pressure-derived
lift and drag coe�cients. Analysis of the turbulent boundary layer on the pressure surface of
the hydrofoil at 93%C shows that the realizable k–� model resolves the velocity pro�le, the
boundary layer thickness and displacement thickness accurately. This model is also the sole
model to correctly predict boundary layer thinning with an increase in Reynolds number.
Suction surface boundary layer separation from the trailing edge is also well predicted by the

realizable k–� turbulence model. The commencement location of boundary layer separation
is accurately predicted, and this model correctly predicts that the full separation point of
the turbulent boundary layer moves rearward with increasing Reynolds number, con�rming
experimental observations.
Even in the challenging separated trailing edge and near wake regions, the realizable k–�

model accurately predicts the normalized streamwise mean velocity pro�les at four chordwise
planar locations. The distinct performance advantage o�ered by the realizable k–� model at
these locations is the accurate prediction of the steep velocity gradient changes through the
separating boundary layer �ow, the recirculation size and the wake core in the near and far
regions.
Compared with the respective results at Reynolds numbers of 8:284× 106 (3 m=s) and

1:657× 106 (6m=s), the performance of the realizable k–� model shows improvement with an
increase in Reynolds number. Predictions of the hydrofoil’s overall coe�cients of lift and drag
show improvement, the pressure surface boundary layer parameters are more accurately pre-
dicted, and considerable improvement is shown in the prediction of the normalized streamwise
mean velocity pro�les in the near and far wakes.
Furthermore, the analysis of three di�erent wall treatments (standard and non-equilibrium

wall functions, and enhanced wall treatment with near-wall modelling), shows that for �ows
involving severe adverse pressure gradients and boundary layer separation, the application of
enhanced wall treatment may produce more accurate results. Con�rming the guidance provided
by [13], the application of wall functions to a considerably �ne mesh signi�cantly degrades
their validity, producing poor numerical results. Therefore, the application of the realizable k–�
turbulence model with enhanced wall treatment to high-Reynolds number hydrodynamic �ow
scenarios, involving adverse pressure gradients and boundary layer separation, may provide
researchers with more encouraging results.
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